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A B S T R A C T   

Scholars have identified the pivotal role that modularity plays in promoting innovation. Modularity affects in
dustry structure by breaking up the value chain along technical interfaces, thereby allowing new entrants to 
specialize and innovate. Less well-understood is where modularity comes from. Firms seem to behave consis
tently with the theory in some settings, especially the information technology sector, but not in others, such as 
automobiles. Here we show how the government has a role to play in generating open interfaces needed for 
modularity, utilizing a case study of the semiconductor industry from 1970 to 1980. We show how the Defense 
Department’s support for this effort aligned with its mission-based interest in semiconductors. We thus 
contribute a new source of open standards to the modularity literature, as well as a new analytical perspective to 
the public research funding literature.   

1. Introduction 

Modularity theory has connected the vertical structure of an industry 
to the rate of innovation (Baldwin, 2012; Baldwin and Woodard, 2009). 
The interfaces between modules enable firms to enter and specialize, 
such that the overall industry achieves diverse experimentation and 
rapid innovation (Baldwin, 2012, 2019; Baldwin and Clark, 2000; Bru
soni and Fontana, 2005; Colfer and Baldwin, 2016). A classic example of 
the power of modularity is the information technology (IT) industry, 
where personal computers (PCs) were built from standardized modules, 
and semiconductor chips could be designed by one firm and produced by 
another (Baldwin and Clark, 2000). Empirically, design-only chip firms 
contributed to a substantial increase in semiconductor patenting (Hall 
and Ziedonis, 2001) and have since ushered in new technology and 
client-industries, placing computing technology into automobiles, smart 
phones, wearables, implants, cloud computing and more. 

This industry effect of modularity is particularly important to un
derstand given policy concerns about innovation and competitiveness 
(Macher and Mowery, 2008). Even where public research funding has 
been successful in the past, such as with the Department of Defense’s 
(DoD) famous Defense Advanced Research Projects Agency (DARPA) (e. 
g., Mervis, 2016), questions persist about how to extend that success into 

the future (Khan et al., 2018; Whetsell et al., 2020) and across new 
domains (Azoulay et al., 2019; Rathje and Katila, 2021). Modularity 
theory suggests a way to leverage public funding. 

However, as powerful as modularity has proven to be, open ques
tions remain about how modularity arises. While Baldwin (2019) argues 
that firms will seek to earn rents by controlling the standardized in
terfaces between modules, firms more typically face trade-offs in 
deciding whether to pursue modularity (Pil and Cohen, 2006). Thus, 
scholars have observed multiple examples of firms that de-modularize 
their industry (Chesbrough and Kusunoki, 2001; Ernst, 2005; Fixson 
and Park, 2008; Schilling, 2000). More broadly, firms often lack the 
incentives to create the thin crossing points or technical interfaces that 
enable modularity, even backing away from innovations that would lead 
to a faster-paced modular structure (Jacobides et al., 2016; MacDuffie, 
2013). 

This paper suggests other potential actors with the incentive to create 
open interfaces: government agencies. We examine a familiar setting, 
the semiconductor industry, where the open interface Baldwin and Clark 
(2000) describe led to a de-integration into design-only “fabless” firms 
and production-only “foundries”. This shift in industry structure was so 
straightforward as to be almost taken for granted. Indeed, Langlois and 
Steinmueller (1999, p. 50) characterize the “decoupling of design from 

* Corresponding author. 
E-mail addresses: jkuan@csumb.edu (J. Kuan), KGI@joelwest.org (J. West).  

Contents lists available at ScienceDirect 

Research Policy 

journal homepage: www.elsevier.com/locate/respol 

https://doi.org/10.1016/j.respol.2023.104789 
Received 16 October 2020; Received in revised form 5 November 2022; Accepted 14 April 2023   

mailto:jkuan@csumb.edu
mailto:KGI@joelwest.org
www.sciencedirect.com/science/journal/00487333
https://www.elsevier.com/locate/respol
https://doi.org/10.1016/j.respol.2023.104789
https://doi.org/10.1016/j.respol.2023.104789
https://doi.org/10.1016/j.respol.2023.104789
http://crossmark.crossref.org/dialog/?doi=10.1016/j.respol.2023.104789&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Research Policy 52 (2023) 104789

2

production” as “a natural manifestation of the division of labor in 
growing markets.” That is, they view de-integration as the natural result 
of greater scale. 

However, our deeper examination of this case considers the DoD’s 
interests in funding scientists who were tackling the technical bottle
necks of semiconductor design. The many coordinated components of 
the eventual technical interface and the resistance from industry in
cumbents encountered by the scientists suggest that industry-level de- 
integration was far from “natural” and straightforward. In addition, 
while the solution to scalability was a technical interface that also 
allowed for a partitioning of design from manufacture, organizational 
partitioning was far from predictable. Rather, the technical interface is a 
necessary but not sufficient condition for the organizational and market 
modularity that eventually, years later, gave rise to the innovative gains 
described by theory (Baldwin and Clark, 2000). 

Our goal is thus to bring government agencies into modularity theory 
as a source of technical interfaces. Public agencies have an interest in 
making the interface open and available to all, whereas a private firm 
might keep an interface proprietary (Rathje and Katila, 2021). We also 
wish to bring modularity theory to policy makers, for whom a persistent 
policy question is how best to fund research and development (R&D) 
strategically (Azoulay et al., 2019; Bloom et al., 2019; Dosi, 1982). 
Modularity theory suggests a high-leverage strategy of creating tech
nical interfaces that affect the speed and diversity of innovation through 
industry structure. 

In the rest of the paper, we discuss the literatures on modularity and 
public R&D funding, then explain our historical sources and methods. 
We then lay out the backdrop and details of the focal five-year period 
during which many large and small pieces of the technical interface 
were created with the financial and institutional support of the DoD. We 
conclude with a discussion of implications and future research. 

2. Connecting modularity to R&D policy 

Modularity theory identifies a powerful role for industry structure in 
spurring rapid and diverse innovation. But the literature has languished 
even as the phenomenon itself, in its original focal industry of 
computing, has flourished. In part, this is due to challenges raised in the 
business literature on firms’ incentives to create the open interfaces that 
would generate industry-level de-integration. Less scholarly attention 
has been paid to what public agencies might do. The public R&D funding 
literature has been dominated by the spillovers argument for public 
support for science research. However, a nascent literature is beginning 
to make headway studying the incentives of mission-oriented public 
agencies and their role in supporting scientific research. 

2.1. Modularity and industry structure 

Our starting point in the modularity literature is Baldwin and Clark 
(2000). Their study was inspired by the rapid technological growth of 
the computing industry: 

As the twentieth century draws to a close, we live in a dynamic 
economic and commercial world surrounded by objects of remark
able complexity, sophistication, and power. It is a world where the 
speed of business is rapid and accelerating, where new technologies 
create new products at once stunning and useful, and where the pace 
of change has created an environment that is fraught with risk and 
reward (p. 1) …we have chosen to study this phenomenon and its 
implications for firms and markets in a single context, albeit one 
where the underlying forces are especially salient. Our context for 
this work is an artifact of the second half of the twentieth century: the 
electronic computer (p. 3). 

However, Baldwin and Clark (2000) were building on, and bringing 
together, existing scholarship on the subject of modularity. The litera
ture addressed the growing complexity of creating new technology- 

based products and applications (Hobday, 1998; Malerba and Orse
nigo, 1997). A potential solution for such complexity is modularity 
(Baldwin and Clark, 1997), when firms break down a problem into 
manageable modules (Sanchez and Mahoney, 1996). 

This technical modularity also allows firms to organize tasks in 
modules, leading scholars to examine the organizational implications of 
modularity. Firms’ internal organization might mirror the technical 
boundaries of problems (e.g., Colfer and Baldwin, 2016). And organi
zational modularity can extend to other firms, such that an ecosystem of 
firms specializing in different modules can create complex systems like 
airplanes and computers (Baldwin and Clark, 2000; Prencipe, 2000) — a 
process Chesbrough and Kusunoki (2001) term “market modularity”. 
Partitioning technical and organizational complexity thus enables 
innovation to be decentralized (Baldwin, 2008, 2012, 2020; Baldwin 
and Clark, 2000; Colfer and Baldwin, 2016). 

In order to partition tasks into modules, a thin crossing point is 
needed that allows a set of tasks to be performed by outside firms 
(Baldwin, 2008): 

If labor is divided between two domains and most task-relevant in
formation hidden within each one, then only a few, relatively simple 
transfers of material, energy and information need to pass between 
the domains. The overall network will then have a thin crossing point 
at the juncture of the two subnetworks. Having few dependencies, 
the two domains will be modules within the larger system. In the task 
network, modules are separated from one another by thin crossing 
points and hide information. (Baldwin, 2020, p. 10, emphasis in 
original). 

The interaction of modules at these crossing points is controlled by 
an interface (Baldwin and Clark, 2006). Such interfaces make possible a 
complex ecosystem of decentralized innovation and customer choice 
that Baldwin and Clark (2000) term modularity in use. Examples include 
computer platforms (Baldwin and Clark, 2000; Bresnahan and Green
stein, 1999; Garud and Kumaraswamy, 1993) and audio products 
(Langlois and Robertson, 1995). 

2.2. Private incentives to create (open) technical interfaces 

Existing research focuses on interfaces created by firms, such as 
proprietary standards (Langlois and Robertson, 1992), open standards 
promoted by a single firm (Kenney and Pon, 2011; West and Dedrick, 
2000), or multi-lateral standards that reconcile various corporate in
terests (Bekkers et al., 2011; Leiponen, 2008; Simcoe, 2012). In these 
cases, standards are strategically created to coordinate economic ac
tivity, including the entry of new firms that will adhere to standards 
(Bresnahan and Greenstein, 1999; David and Greenstein, 1990) and 
invest in complementary goods (Farrell and Gallini, 1988). While firms 
sometimes promote open interfaces and open standards in an effort to 
change industry structure (Garud and Kumaraswamy, 1993; West and 
Dedrick, 2000), more often they seek to limit openness to retain control 
and imitation barriers that protect their core business model (Eisenmann 
et al., 2009; Garud et al., 2002; West, 2003). 

While Baldwin and Clark (2000) emphasize the inherent advantages 
of technical and organizational modularity for the industry as a whole, 
other research has suggested that individual firms often have limited 
incentives to create technical interfaces or to make them open to outside 
firms. Pil and Cohen (2006) identify an important trade-off for modu
larity. While greater modularity makes radical component innovation 
easier, it also allows rivals to imitate more easily. Therefore, firms that 
have rapid-innovation capabilities gain an advantage by modularizing. 
This logic may well have driven automakers to retreat from modulari
zation: Concerns about the competitive pressures that a modular in
dustry would bring caused automakers to change their minds about 
modularization (Jacobides et al., 2016; MacDuffie, 2013). 

This reverse logic—firms without rapid innovation capabilities 
would prefer a less-modular industry structure—also explains de- 
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modularization. Fixson and Park (2008) describe the process in the bi
cycle component industry, which went from modular to re-integrated, 
resulting in dominance by a single firm. Studies therefore note the 
temporary, even cyclical nature of modularity at the industry level 
(Chesbrough and Kusunoki, 2001; Schilling, 2000) rather than as the 
inevitable outcome of industry evolution (Ernst, 2005). In the largest 
systematic review of empirical evidence, Colfer and Baldwin (2016) 
examine 142 studies and find that industry fragmentation is almost al
ways preceded by technical modularity. 

Even when technical interfaces are available, firms may choose to 
remain vertically integrated (Kapoor, 2013). In the semiconductor in
dustry, de-integration at the industry level is led by the entry of design- 
only fabless firms rather than the de-integration of vertically-integrated 
incumbents (Funk and Luo, 2015). Remaining vertically integrated can 
confer innovative advantages: the broader scope of an integrated firm 
allows it to generate more complex (Macher, 2006) architectural in
novations (Hoetker, 2006; Kapoor and Adner, 2012; Pil and Cohen, 
2006) more quickly than specialized entrants.1 

In the face of such inertia, there may be weak incentives (or strong 
disincentives) for firms to introduce interfaces and modularity. We 
therefore propose an alternative source: government funding. 

2.3. Government funding of R&D 

The literature on public funding of R&D has long been dominated by 
the rationale that knowledge spillovers lead to under-investment in R&D 
by private firms (Arrow, 1962; Nelson, 1959). Government funding 
therefore focuses on “basic science,” which ostensibly generates the 
most spillovers. However, a newer literature has begun to consider 
institutional aspects of public R&D funding, including incentives. Dosi 
(1982, p. 160) observes that governments have “non-economic interests 
(such as, for example, military technological requirements and pro
curement…),” and cites agency mission as driving the translation of 
basic science into practice. Accordingly, scholars have identified 
mechanisms for the transfer of technology out of universities and into 
firms (e.g., Bercovitz and Feldman, 2005) which subsidies can promote 
(Feldman and Kelley, 2006). The importance of this translation of basic 
science to industry is captured by Sumney’s (1982, p. 35) alarms about 
the lag time, or “technology insertion gap”, that afflicts military 
implementation of new technologies. The “unconscionable delay be
tween the creation of a new technology and its application in opera
tional systems…has extended to 10 years or even longer”. Thus, the 
question of how to spur innovative industry clusters is a matter of ur
gency for policy (Feldman et al., 2005). 

Foray et al. (2012) have long called for more research on mission- 
orientation, observing that the literature is fractured into specialized 
domains, such as defense, health, and agriculture. Even now, “mission” 
is often taken to mean moonshots or politically motivated programs 
(Bloom et al., 2019). But agencies have missions that involve complex 
political and business motivations, which dictate budgets and alloca
tions across research areas beyond just basic science (Sampat, 2012; 
Wright, 2012). One particularly important distinction is “between 
mission and science agencies” (Rathje and Katila, 2021, p. 8) developed 
by Ergas (1987). Mervis (2016) compares DARPA’s funding process with 
the National Science Foundation’s (NSF) process, noting differences in 
the amount of money awarded, methods for identifying recipients, 
decision-making authority, and oversight. More generally, Rathje and 
Katila (2021) theorize that mission-oriented agencies use centrally 
organized agency structure to promote radical innovations. 

Of particular interest in the literature and our setting is DARPA, an 
agency formed in 1958 within the DoD to respond to the Sputnik crisis. 
DARPA has led basic research funding of technologies that are too risky, 
have no immediate application, or fall outside the scope of a single 
service (Van Atta et al., 1991). But DARPA’s process has also been 
notable, creating networks across universities and firms with norms of 
open sharing of research (Fuchs, 2010) and connecting researchers with 
each other (Colatat, 2015). This role as research clearinghouse for the 
diffusion of expertise and diverse approaches (Fuchs, 2010; Colatat, 
2015) arguably has far more impact on innovation (Holbrook, 1995) 
than the DoD’s role as customer, which has been studied more exten
sively (e.g., Mowery, 2009). The creation of social networks to dissem
inate findings quickly and widely (Fuchs, 2010) is “more important to 
DARPA’s function than the military’s role as a customer” (Azoulay et al., 
2019). In part, the DoD’s role as a monopsony buyer yields a supplier 
base that avoids duplication but also locks in existing technology 
(Kaufman et al., 2003). 

Despite the extensive research on successful agencies like DARPA, 
questions remain about how best to maintain that success and possibly 
extend it to other agencies. DARPA has served as a change agent by 
creating institutions and communities (Bonvillian, 2018) but questions 
remain about what is “ARPA-ble” (Azoulay et al., 2019). We suggest 
that, in addition to transferring features of DARPA’s organizational 
practices, DARPA and other agencies can also consider the highly 
leveraged nature of modularity in public funding decisions. 

3. Research design 

We apply historical analysis to the semiconductor industry, a key 
example of modularity in Baldwin and Clark’s (2000) theory. Historical 
analysis is particularly useful for explaining institutional change over 
time (Ingram et al., 2012); as Kahl et al. (2012, p. x) say, it “involves a 
deep dive into a small number of cases or phenomena… to explain what 
happened, and how and why it happened.” But a deep dive into even a 
single case can also powerfully inform theory, another goal of this study. 
For this purpose, Eisenhardt (1989, p. 537) recommends selecting 
“extreme situations” or what Ingram et al. (2012, p. 255) refer to as 
“outlier observations” because these are likely to “extend the emergent 
theory” (Eisenhardt, 1989, p. 537). 

We choose the semiconductor industry, and specifically the creation 
of an open technical interface, for its extreme importance to institutional 
change or industry evolution, but also as an episode in which details 
significantly inform theories about modularity and public R&D funding. 

This industry’s innovativeness and central position in the computing 
industry has long attracted scholarly attention. A literature on innova
tion has studied types of innovation (Henderson and Clark, 1990), in
dustry structure (Macher, 2006; Macher and Mowery, 2004), and firm 
strategy (Kapoor, 2013; Kapoor and Adner, 2012) in the semiconductor 
industry. 

But while popular and scholarly narratives have focused on inno
vation by private firms, the industry is built on the DoD’s support of 
computing, which dates back to the inception of computer technology in 
World War II (Flamm, 1988). After establishing the basic von Neumann 
architecture of computers in the 1950s, government funding continued 
to support research in every important technology area introduced the 
following decade: “rotating magnetic storage, use of transistors, devel
opment of the magnetic core memory, and use of integrated circuits… 
all benefited from significant government-funded research support” 
(Flamm, 1988, p. 13). 

We examine a narrow period of this long history, focusing on the 
creation of a technical interface that allowed firms to separate design 
from manufacturing. This eventually enabled modularity at the orga
nization and industry level, permitting specialization by new entrants — 
thus transforming an industry once dominated by integrated firms into 
“an ecosystem of integrated and specialized firms transacting with each 
other through markets for manufacturing” (Kapoor, 2013, p. 1208). 

1 Some industries (such as telecommunications) require formal standardiza
tion of such interfaces. Recognizing that standards can promote de-integration 
(Langlois and Robertson, 1992), firms have collaborated to provide anticipatory 
standards that enable vertical (or horizontal) interoperability (Bar and Leipo
nen, 2014; Bekkers et al., 2011; Leiponen, 2008; Simcoe, 2012). 
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However, this technical interface was but one necessary—and not 
sufficient—condition for a de-integrated industry structure, and the 
modularity literature is quite clear about the distinction between tech
nical modularity and organizational or market modularity (Chesbrough 
and Kusunoki, 2001). So while the longer historical arc and the wide 
variety of specialized entrants motivates our interest, much of that arc is 
outside the scope of this study. Rather, we focus on the beginning of that 
transformation by examining the many components that were part of the 
new technical interface, as well as the incentives of public funders and 
private firms in creating or opposing that new interface. 

Our historical evidence includes contemporaneous documentation 
such as technical publications and government reports, and oral his
tories, published scholarly research (Table 2) and interviews (Table 1). 
Of particular interest is the step-wise development of a new technology, 
sources of funding for each of these research activities, and the contact 
tracing of individuals and their ideas, i.e., the intellectual history of the 
new technology. 

4. Interface development and public funding 

In the 1960s and 1970s, firms producing semiconductor chips had to 
both design the chips and manufacture them. Together, these processes 
required cutting edge science in several domains: electron-device 
physics, material science, photolithography, solid-state chemistry, 
electronic circuits, digital logic, computer architecture, and software. 
The industry therefore came to be dominated by a few highly innovative, 
vertically integrated firms with the financial and human capital to 
manage this varied expertise. 

In semiconductor design, integrating ever more circuits onto a single 
chip enabled higher performance in terms of speed and capabilities. 

Customers rewarded microprocessor designers who created faster, more 
complex chips and, in the 1970s, a new technology was emerging to 
massively increase this complexity, Very Large Scale Integration (VLSI). 
Meanwhile, the manufacturing of semiconductors was a separate tech
nological feat of its own. To boost performance, firms shrank the di
mensions of circuits and thus chips. Shortening the distance that 
electrons had to travel increased the speed with which chips perform 
instructions. Miniaturization depended upon ongoing improvements to 
the photolithography process (Adner and Kapoor, 2010; Henderson and 
Clark, 1990) and drove the biennial doubling of chip performance 
known as Moore’s Law (Brock, 2006). By the early 1970s, the total value 
of US semiconductor sales exceeded $3 billion annually (Webbink, 
1977, p. 11). 

Amidst this technological and market success, a new technical 
interface was developed, permitting a separation of design from pro
duction. Industry observers recognized how the development of this 
interface transformed the industry. In bestowing their annual achieve
ment award to the two primary inventors — Carver Mead and Lynn 
Conway — Electronics magazine described their effort as “bringing about 
a fundamental reassessment of how ICs are put together” and helping to 
“spawn a common design culture, so necessary in the VLSI era…” 
(Marshall et al., 1981, p. 103). 

Academic researchers later noted that the interface enabled a shift in 
the industry structure by creating modularity and the opportunity for 
new entry: 

In the late 1970s and early 1980s many observers were predicting 
that the industry would consolidate into a small number of vertically 
integrated suppliers. Instead, the industry broke apart at a critical 
modular boundary—the design-to-fab interface. The potential for 

Table 1 
Interviews.  

Name Role Date 

Academia 
Carver Mead Coauthor of Introduction to VLSI Systems; Professor emeritus, Caltech 9/2020a 

Lynn Conway Coauthor of Introduction to VLSI Systems; Professor emeritus, University of Michigan 7/2021 
Marina Chen Carver Mead grad student, Chair emeritus, Boston University Computer Science Dept. 10/2020  

Industry 
Douglas Fairbairn Computer History Museum historian, founder of VLSI Technologies and VLSI Design 6/2020 
Robert Garner Engineer in Lynn Conway’s group at PARC, later at Sun Microsystems 6/2020  

a Supplemented by e-mail correspondence From Dec. 2020 to Jan. 2022. 

Table 2 
Oral histories, contemporary accounts.  

Name Material Year 

Carver Mead  • Computers that put the power where it belongs  
• ESP, A Distributed Architecture LSI Machine  
• Basic limitations in microcircuit fabrication technology (with Sutherland, Everhart)  
• The 1981 Achievement Award (by Marshall et al.)  
• Silicon compilers and foundries will usher in user-designed VLSI (with Lewicki)  
• Caltech  
• Computer History Museum  
• My First Chip 

Essay, 1972 
Report, 1974 
Report, 1976  

Essay, 1981 
Essay, 1982  

Oral history, 1996 
Oral history, 2009 
Memoir, 2017 

Lynn Conway  • University Scene  
• Documentation for participants in MPC580 (with Strollo, et al.)  
• The MPC adventures  
• The 1981 Achievement Award (by Marshall et al.)  
• Reminiscences of the VLSI Revolution 

Memoir, 1980 
Memo, 1980  

Memoir, 1981 
Essay, 1981 
Memoir, 2012 

Morris Chang  • Computer History Museum Oral history, 2007 
Douglas Fairbairn  • The Silicon Foundry: Concepts and Reality  

• VLSI: A new Frontier for Systems Designers  
• Computer History Museum 

Essay, 1981 
Essay, 1982 
Oral history, 2016 

Cesar Piña  • Evolution of the MOSIS VLSI Educational Program Memoir, 2002 
Christine Tomovich  • MOSIS-A gateway to silicon Memo, 1988  
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this split was inherent in the pattern independence of the planar 
process, but Mead and Conway’s insight and design rules were 
required to make the modular structure a reality. (Baldwin and 
Clark, 2000, p. 87). 

But these three sentences make the transformation seem more 
deliberate and deterministic than it actually was. Below, we trace how 
this process unfolded. In the 1960s and 1970s, the DoD funded basic 
research at Caltech in hopes of accelerating the rate of semiconductor 
innovation. Against this backdrop, we focus on a ten-year period, 
1970–1980, during which Caltech and Xerox scientists created a stan
dardized process for partitioning the design and fabrication activities, 
and pilot-tested this process in the face of skepticism and even active 
opposition from industry incumbents. DARPA then funded a fabrication 
service that, since 1981, has allowed universities (and later, firms) to 
prototype their new designs. Finally, we note that once the partitioning 
and interface had proven feasible, new entrants exploited this open 
interface to create new organizational forms on both sides of that 
interface. Table 3 summarizes key events during this process. 

4.1. Prologue: fundamental research funded by defense department 

As powerful and important as early integrated circuits were, their 
potential was far greater, according to a handful of far-sighted scholars. 
Prominent among them was Carver Mead, a Caltech professor who had 
been interested in semiconductors since at least 1959 when he began 
consulting for Gordon Moore, then at Fairchild Semiconductors. Moore 
was interested in Mead’s work on electron tunneling which, in theory, 
would eventually interfere with transistors as they continued to minia
turize (Mead, 2017). 

Research on electron tunneling and semiconductors was also of in
terest to the DoD. Mead received funding from the Office of Naval 
Research (ONR), a small agency that “serve(d) as a talent agency for 
ARPA”2 (NRC, 1999, p. 100). It identified promising researchers and 
provided a “sandbox” for new ideas that, if successful, would merit 
subsequent DARPA funding (NRC, 1999, p. 121). Mead recalls that in 
1960 he first encountered the person who would become his long-term 
benefactor, showing how quickly and easily the ONR could make de
cisions about financial support. 

This guy waltzed into my office, unannounced. And he said, “Hi. I’m 
Arnold Shostak from the Office of Naval Research. What are you 
doing?” …In those days at the ONR—there was a lot of personal 
freedom…to find the best people…They were really in search of the 
most original ideas and the highest energy people… And, so, this guy 
would hear about something somebody was doing and come around 
and…he did that every year. So, I told him what I was doing. It was 
the tunneling stuff at the time. And he said, "Oh, that’s interesting. 
How would you like a contract? (Interview, Sept 24, 2020). 

Mead strengthened his ties to DoD in 1976 when Ivan Sutherland 
joined Caltech as the founding chairman of the Computer Science 
Department. Prior to Caltech, in 1964–1966, Sutherland led ARPA’s 
Information Processing Techniques Office (IPTO) — which became the 
DoD’s primary source of funding for advancing computing research in 
the 1970s and 1980s (NRC, 1999, p. 99). 

By the mid-1960s, Mead began encountering a concern in the in
dustry about the limits to miniaturization; as devices became smaller, 
the heat from so many devices would become too great. Analyzing the 
problem, Mead concluded that as physical dimensions scaled down, so 
did voltages, so that power did not increase with speed. “What Mead had 
calculated was that…shrinking the sizes of the transistors on the chips 
would result in an exponential improvement in their performance. By 
making transistors smaller and cramming more and more of them onto a 
single chip, electronics would not only become cheaper, they would also 
become better” (Brock, 2006, p. 99). The skepticism that followed was 
met by Mead’s “personal crusade, a barnstorming crisscrossing of the 
country” (Brock, 2006, p. 100), “to instill in the silicon community a 
belief in the long-term viability of Moore’s law, and to motivate the 
silicon community to invest the effort required to make Moore’s law a 
reality” (Brock, 2006, p. 97). 

But if down-scaling did not create power and heat problems, it did 
create other bottlenecks, which Mead discovered at the newly founded 
Intel Corporation. Moore invited Mead to participate, as a consultant, in 
the founding of Intel in 1968, and Mead’s visits to the company gave him 
insight into the time-consuming, manual process of integrated-circuit 
design and manufacture. This inspired him to develop a better way to 
make chips, by first making one himself. A chip design comprises lots of 
computational building blocks connected by metal connections or 
“traces”. This design is implemented in a “mask”, which is used to etch 

Table 3 
Timeline for creating semiconductor design/fabrication interface.  

Date Event 

Prologue: Funding Basic Research 
1960 Carver Mead gets initial funding from Office of Naval Research 
1964–1966 Ivan Sutherland heads ARPA’s Information Processing Techniques 

Office (IPTO) 
1967 Gordon Moore and Robert Noyce found Intel with Mead as 

Consultant 
1968 Mead observes chip-making process while consulting for Moore at 

Intel 
1971 Mead begins teaching LSI design class where students design, 

fabricate and test integrated-circuit projects 
1974 Ivan Sutherland joins Caltech as founding chair of Computer 

Science department 
Fall 1975 Bert and Ivan Sutherland introduce Mead and Lynn Conway 
1976 Conway and Doug Fairbairn represent PARC in Caltech’s industrial 

research consortium, the Silicon Structures Project  

Phase I: Interface Development funded by DARPA 
1976 Mead’s Caltech Integrated Circuit Design course is offered in both 

Computer Science and Electrical Engineering 
1976 Ivan Sutherland and Ron Ayres create first draft of Caltech 

Interface Format (CIF) 
November 

1976 
Sutherland, Mead and Thomas Everhart publish report for DARPA 
advocating government support for VLSI research 

Fall 1977 Textbook drafts used by Mead (CalTech), Carlo Sequin (Berkeley) 
Feb. 1978 Textbook draft used by Bob Sproull (CMU) and Fred Rosenberger 

(WUSTL) using ARPAnet for communication 
Spring 1978 Bob Sproull and Dick Lyon (PARC) create CIF 2.0 spec 
Summer 1978 Mead & Conway complete draft of full textbook 
Fall 1978 Conway teaches class at MIT, with chips fabricated at HP, using 

ARPAnet for communication 
Spring 1979 Mead & Conway’s VLSI Design textbook published 
Spring 1979 Doug Fairbairn and Dick Lyon teach and videotape internal course 

for PARC employees 
Summer 1979 Courses to train faculty offered at PARC and U. Washington 
Fall 1979 MPC79: Faculty at a dozen universities teach classes from draft 

textbook; 82 designs submitted by 124 participants via ARPAnet to 
PARC, masks made by Micro-Mask and fabricated at HP. 

Spring 1980 MPC580 repeats MPC79 experiment, with 171 designs fabricated 
for 15 organizations 

October 1981 Leading trade journal (Electronics) recognizes Mead & Conway with 
1981 Achievement Award  

Phase II: DARPA-funded fabrication service 
October 1979 DARPA awards first grant to Information Sciences Institute (USC) 

for MOSIS automated VLSI fabrication service 
January 1981 MOSIS 1.0 completed, fabricates first projects for DARPA 

researchers using designs submitted via ARPAnet email interface 
1981 MOSIS allows approved DoD contractors access to service. 
1985 With NSF funding, MOSIS expands access to all US universities 

Sources: Marshall et al. (1981), Conway (1981), Fairbairn (1982). 

2 The agency was named ARPA from 1958 to 1972 and 1993–1995, and 
DARPA between those two periods and since 1995 (Fong, 2001). 
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or print the design onto silicon wafers using photolithography. To pack 
more elements into a small space, multiple layers, each with a different 
design, are stacked on top of each other.3 

In the industry procedure of the 1970s, each step of the process was 
done by hand by a specialized expert. The design was drawn by hand on 
gridded Mylar at several hundred times the desired scale. Then the 
specialist traced the outline of shapes onto Rubylith, a sheet of Mylar 
coated with a thin red film, with the help of a Coordinograph that guided 
the cutting blade very precisely. Once the shapes were cut into the 
Rubylith, the colored “ruby” coating was peeled off by hand with a pair 
of sharp-pointed tweezers leaving a void in the shape of the desired 
design. A large fraction of the errors in final masks were due to “peeling 
errors”—small sections of ruby that had been cut but not removed. Mead 
saw immediately that there was simply no way, even with the help of his 
students, that he could accomplish even a modestly complex chip design 
using this “industry standard” method. 

But he also had an important insight: memory chips were designed 
differently, as an array of cells, each containing the circuitry to store one 
bit of memory.4 Mead realized that any digital function could be 
implemented using a small number of system building blocks designed 
as arrays.5 This design paradigm turned out to be easy for students to 
learn. By the end of the quarter, each student had designed their own 
project using simple computer tools that Mead had developed for his 
own first chip. He used the same tools to place all eight of the individual 
student projects onto a single layout. The class multi-project chip was 
fabricated over the 1971 Christmas-New Year holiday.6 When classes 
convened in January 1972, each student tested their own chip—some 
destroyed their project in the process and required a replacement be 
mounted and bonded. In the end all eight projects worked. This first LSI 
course became the model for the Mead-Conway book and the subsequent 

courses taught from it. 
Sutherland and Mead described the shortcomings of the existing 

semiconductor process and industry division of labor in a RAND report 
advocating DARPA support for VLSI research. They argued that the 
cumbersome process Mead had witnessed at Intel, with its complex 
idiosyncratic designs and manual production process, would become a 
bottleneck; as Moore’s Law miniaturized chips, it would accommodate 
exponentially more circuits onto a chip, but the existing process would 
be unable to grow exponentially more complex (Sutherland et al., 1976). 

Their report led Bob Kahn, head of IPTO 1979–1986, to create the 
VLSI Project in 1978. During the first two years of the project, DARPA 
funded VLSI technology development at major universities, including 
Caltech. “Many, if not most, of the participants were early adopters of 
the Mead-Conway design methods and thus had a common basis on 
which to build their research explorations” (NRC, 1999, p. 117). The 
VLSI Project continued into the 1980s, funding university research into 
reduced instruction set computing (RISC) and graphics microprocessors, 
parallel computing, and electronic design automation (EDA) tools, 
which, in turn, enabled spinoff companies such as MIPS, Silicon 
Graphics, Sun Microsystems, and Thinking Machines (NRC, 1999).7 

One solution to the bottleneck identified by Sutherland and Mead 
was to have customers help design chips for their own use (Sutherland 
and Mead, 1977), such as when Mead (1972) proposed creating a 
specialized chip for optically sequencing DNA. Having computer-maker 
customers involved would make the most of semiconductor technology 
and introduce the possibility of a wider set of applications. A prominent 
example of backward integration by a computer maker was IBM which, 
from the start, designed and manufactured computers and the chips that 
went into them.8 Texas Instruments was a chip maker that later forward 
integrated into devices, including calculators (1972) and its Speak & 
Spell educational toy (1978). But a redrawing of the vertical structure of 
the industry could expand possibilities, as Douglas Fairbairn, founder of 
VLSI Technologies and VLSI Design magazine, explains: 

We needed new computer architectures to take advantage of the 
characteristics of ICs. To accomplish [this], we needed to create the 
concept of a “tall thin man (woman)” whose knowledge could span 
the whole process from architecture to IC layout. This would lead to 
true optimization… not the false optimization which was happening 
only at the transistor/layout level at the time. To make this happen, 
we needed to simplify design at the transistor and layout levels. In 
the process of doing that, we should make ICs which are not opti
mized for one fab, but can be run in multiple fabs… thus setting the 
groundwork for foundries. (Interview, June 1, 2020). 

Fresh from Stanford, in 1971 Fairbairn had joined the System Science 
Laboratory (SSL) at the famed Xerox Palo Alto Research Center (PARC). 
He first met Mead in 1976, when the manager of the SSL — Ivan 
Sutherland’s older brother Bert — assigned him to help represent PARC 
in collaborative research with Caltech.9 The senior collaborator with 
Caltech was Lynn Conway, who joined PARC in 1973 after work at IBM 
and Memorex (Conway, 2012; Fairbairn, 2016; Hiltzik, 1999). 

3 For a complex chip, such as a microprocessor, designers first create a 
functional description, or instruction set. Instructions are implemented using 
system building blocks such as adders, registers, decoders, etc., which are 
themselves a diagram of logic operations made up of interconnected logic 
primitives such as NOR gates. The logic primitives are implemented as elec
tronic circuits composed of interconnected primitives such as transistors, ca
pacitors, etc. Each of those primitives, and the connections between them, are 
implemented as a set of inter-related shapes on the surface of the silicon wafer. 
Each physical layer is created by a photolithographic process from a mask. The 
totality of the shapes of all the mask layers for a chip is called its “layout”. 

4 The cells also contained sections of wire that would run vertically or hori
zontally through the cell. These wires were used, e.g., to supply power, carry 
data to and from the cell, or command the cell to read or write. When the array 
was “tiled” with cells, these short sections of wire merged and formed all the 
wiring required to operate the entire memory array. In addition, specialized 
cells along the edges were “pitch-matched” to those in the array, so the entire 
memory block design was accomplished by designing optimized layouts for 
nine cells: a single memory cell, four special cells for providing power and 
signals to the four edges of the array, and a specialized cell for each corner. The 
selection of which rows and columns to activate on a given memory access 
could be accomplished by a pitch-matched decoder formed in a similar manner, 
with the number of cells to be designed scaling as the log2 of the number of 
lines to be distinguished.  

5 Mead’s exploration of chip design and fabrication from this period is 
described in a documentary, My First Chip (Mead, 2017). The class he taught 
starting in the fall of 1971 as part of his ongoing learning process is documented 
in Mead (1972).  

6 Mead used Intel’s fab for his class projects. His former graduate student, 
Gerry Parker, had joined Intel in 1973 and was in charge of reliability at the fab. 
As part of his job, he performed “engineering runs” of wafers to monitor reli
ability, and could run Mead’s projects. When the wafers came out of fab, 
Gerry’s assistant separated them into individual chips, each of which had copies 
of all student projects on it. Mead mounted enough chips in 16-pin packages so 
that each student could have their own, and used a bonder he had acquired to 
make connections to a different student project for each package. All of these 
steps were in place because they were debugged in the process of designing, 
fabricating, and testing Mead’s first chip. 

7 Funding for many of the computing projects shifted from the VLSI Project to 
the Strategic Computing Initiative in 1983, at the beginning of Conway’s two 
years at DARPA as Assistant Director for Strategic Computing (Conway, 2012; 
Roland, 2002).  

8 Langlois and Steinmueller (1999) note that transistors replaced vacuum 
tubes, the main producers of which were firms like IBM that used vacuum tubes 
in their products. Therefore, as innovative as transistors were, they were not 
architecturally disruptive: vacuum tube producers simply switched to produc
ing transistors.  

9 PARC joined the Silicon Structures Project, an industrial research program 
created by Ivan Sutherland soon after arriving at Caltech. While NSF funded, its 
primary revenue came by charging computer firms (and Intel) $100,000/year 
to have their researchers collaborate with a Caltech faculty member and 
doctoral students (Mead, 2004). 

J. Kuan and J. West                                                                                                                                                                                                                           



Research Policy 52 (2023) 104789

7

At PARC, Conway experienced firsthand the challenges that Mead 
described for computer systems companies trying to develop custom 
semiconductors. She had built an optical character recognition (OCR) 
system for fax machines to make faxing more efficient. Using existing 
TTL technology from Texas Instruments, which she likened to Lego 
building blocks, the system “filled a full rack of circuit boards” (Conway, 
2012, p. 12), making it commercially infeasible. But she felt certain that 
the whole thing could be implemented using the new semiconductor 
technology that was just beginning to emerge (Conway, 2012). 

Even more than Mead, Conway also had access to ARPA and its 
research community. In 1970, PARC had hired Bob Taylor, Ivan 
Sutherland’s former assistant and successor at IPTO; over the next 
decade, Taylor’s role was to recruit top ARPA-funded researchers from 
around the country to staff PARC’s R&D labs, internally termed the 
“ARPA Army” (Fong, 2001; Hiltzik, 1999). These ties were leveraged by 
Conway when she and Mead were transforming semiconductor design 
from 1976 to 1980, both to use ARPA resources to support their efforts, 
and to access ARPA-funded engineering and computer science de
partments that were, by then, the natural audience for their new process. 

4.2. Phase 1: interface development funded by DARPA 

In its role as talent agency, the ONR succeeded with its funding of 
Carver Mead.10 Not only did Mead help to spur private investment in 
down-scaling semiconductor chips, but he and his colleagues identified 
bottlenecks—and solutions—that were aligned with DoD interests. 
Military procurement practices of second sourcing were meant to make 
supply chains more robust but often resulted in lower quality and 
effort.11 An alternative to this practice was to make technology stan
dards open because standards allow firms to make specific investments 
without fearing expropriation by the owner of the standard (Farrell and 
Gallini, 1988). Open standards would make possible vendor- 
independent semiconductor components, such that multiple vendors 
could produce the component regardless who designed the component. 
As one aerospace contractor later wrote: 

[A] benefit [of] vendor independent designs [is that they] can be 
processed at different foundries, using different feature sizes and 
different technologies to take advantage of electronic technology 
evolutions and guarantee continued availability of hardware as 
products are obsoleted or discontinued due to changes in economic 
conditions. (Hanna, 1989, p. 12). 

However, while Farrell and Gallini (1988) show that firms can 
benefit from open licensing, Mead faced stiff resistance from the semi
conductor industry, consistent with such resistance in other industry 
contexts (Fixson and Park, 2008; Jacobides et al., 2016; MacDuffie, 
2013). Indeed, Mead’s efforts to develop an open interface led to a 
personal rift with Andy Grove, then CEO of Intel. 

Andy Grove finally said, “Carver, we don’t want anything to do with 
anything you’re doing because you’re undermining our position in 
the industry” …[F]ortunately, Andy and I got a chance to chat before 
he died, and by then he was friendly again. I think he realized that 
every custom chip creates a market for one of their chips. (Mead, C. 
2021. Interview with authors). 

Conway encountered negative reactions of her own. “The first sign 

you’ve been noticed is you get resistance. They start criticizing what 
you’re doing” (Conway, L. 2021. Interview with authors). Her own 
experience of that resistance resembled what Mead recounted: A 
consultant to Texas Instruments warned managers that “Lynn Conway is 
crazy. You have to stop her” (Conway, L. 2021. Interview with authors). 

Moreover, secrecy extended throughout the value chain. All of the 
tools and coding languages involved were proprietary. This helped 
perpetuate the industry structure, because only manufacturers could 
create new semiconductor designs. 

[D]esign rules in those days were proprietary. Nobody would let you 
see their design rules. So although they were all pretty much the 
same, nobody would let you see them, so nobody knew—what would 
you draw if you were going to draw an integrated circuit? (Mead, 
2009, p. 17). 

But Mead’s experience creating his own chip convinced him that the 
industry needed design rules that were simpler and that freed design 
from the specifics of the fabrication process. For Mead, addressing this 
issue, again, revolved around teaching the LSI design class he began in 
1971. By 1976, he and other Caltech researchers were collaborating 
with Conway and Fairbairn of PARC to develop processes and prototype 
software to simplify the design process (Conway, 2012). 

As Mead and Conway developed material for their textbook, they 
continued to simplify and demystify the chip design process, and the 
ONR continued to provide financial support. The work involved four 
steps and an ever-widening set of collaborators. 

First was a set of design rules (Conway, 2012). Conway viewed the 
design rules as a paradigm shift akin to movable type, and saw teaching 
students as an under-the-radar way to propagate that shift (Conway, 
2021, interview). The design approach used proportional dimensions 
instead of actual measurements. This had the benefit of making designs 
“scalable”: as dimensions shrank due to improved manufacturing tech
nology, a designer could create a design that worked on any generation 
of manufacturing technology. 

Second, in addition to design rules and methodology, the student 
designs had to be fabricated on an industrial fab. When Mead started 
teaching LSI design in 1971, the designs were tied to the Gerber plotter 
format he used. At that time, the Gerber plotter was the only computer- 
output device with the required resolution, and its format was freely 
available. Plotting the original chip layouts at several-hundred times 
final scale was an excellent solution because originals from semi
conductor firms were Rubylith patterns at the same scale. But by 1976, 
the industry had caught on to computer-aided design (CAD), and mask 
suppliers were equipped with computer-driven pattern generators that 
produced originals at 10 times final size, saving an expensive reduction 
step in the mask-making process. Computer-aided design suites were 
available from several vendors that could interface directly with these 
pattern generators. 

The leading industry standard was the proprietary GDSII system 
owned by Calma, which refused to share its file format with Caltech. So, 
Ivan Sutherland and two colleagues developed an open file format for 
specifying semiconductor mask layout called the Caltech Intermediate 
Form (CIF) (Ayres, 1998; Mead and Conway, 1980). This format 
remained in use for semiconductor fabrication for the next four decades. 
Both the availability of primary pattern generators at mask vendors and 
the ascendance of CAD system suppliers represented a large increase in 
industry modularity during the 1970s. 

Third, the chips had to work properly, but that was not enough—
they also had to run fast enough. So any credible design approach 
needed a way to estimate the logic delay through various signal paths on 
the chip. Commercial analog simulators required vast computing re
sources and often produced misleading results. The approach adopted in 
Mead and Conway’s textbook was based on first principles, was readily 
understood, and scaled easily to a new process. It was based on the fact 
that all delays in a digital system can be expressed as multiples of the 
transit time, tau, of a minimum-sized transistor. 

10 Although the largest funding overall came from ARPA, Mead later recalled 
that his overall effort “was [initially] funded by ONR and would not have been 
possible without that support” (Mead, e-mail, Jan. 27, 2022).  
11 Typically, the military buyer chooses a design from several competing 

proposals. The winning firm produces the design but must then transfer the 
technology to a second producer. Riordan and Sappington (1989) show that 
such policies reduce quality and effort by bidding firms as they anticipate 
reduced revenues after transferring technology to a second source. 
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I think…the methodology…really demystified a lot of that. Just how 
a two-dimensional pattern created a circuit was made very clear, but 
that wasn’t an obvious thing to people back then. The whole notion 
of, “Where did circuit performance come from?” The little tau model 
was a simplification, but without losing the essence of where the time 
went in an integrated circuit (Mead, 2009, p. 17). 

Fourth, fabricating multiple student prototype designs on multi- 
project chips entailed its own set of technical challenges, some of 
which have already been described. When mass-producing semi
conductor chips, a single design is arranged multiple times onto a 
standard silicon wafer. When the wafer is “diced” into separate chips, 
each chip is mounted into a “package” and the “bonding pads” for inputs 
and outputs to and from the chip are “bonded”—connected with fine 
wire to their respective pins on the package. For volume production, the 
bonding process is automated, controlled by a dedicated program that 
contains the “bonding pattern”—the description of which bonding pad 
on the chip is connected to which pin on the package. However, for 
student-designed prototypes on a multi-project chip, each chip included 
a range of designs from multiple designers. Instructions to a bonding 
service for this kind of chip are thus vastly more complex than those for a 
standard chip. A program must dictate how to bond each individual 
project (Conway et al., 1980). The Caltech LSI course never automated 
the packaging and bonding of individual projects on multi-project chips. 
Tools for automating these aspects of VLSI courses were essential for the 
course to be made available to a wider community. These tools and 
processes were key elements of the technical interface developed in the 
period after 1976. 

The textbook was first piloted by Mead at Caltech in 1977, and then 
more broadly over the next two years at several universities. As a visiting 
faculty at M.I.T. in 1978, Conway used her PARC connections to fabri
cate projects created in her VLSI design class. To transmit the student 
designs from Boston to California, Conway got permission from Robert 
Kahn, Director of DARPA’s IPTO, to send student designs over the 
ARPANET — the DARPA-funded research network that provided the 
only electronic mail network during that period. Conway also convinced 
Pat Castro, who was in charge of the Hewlett-Packard fab, to fabricate 
the designs so that when students came back from winter break, they 
had fabricated chips to work on (Conway, 1981). The success of the MIT 
class spurred considerable interest from other DARPA-funded 
universities: 

Word spread quickly on the ARPANET about the M.I.T. course, 
especially the news about Steele’s LISP micro-processor. Many pro
fessors asked how to offer similar courses, and how to lead ambitious 
design projects (Conway, 2012, p. 19). 

Mead, Conway and others taught their concepts to colleagues at 
firms and universities, including at a course for teachers held at the 
University of Washington. Conway (2021) describes the teaching guide 
as a complete how-to. “You didn’t have to know anything about chip 
design to teach the class” (Conway, 2021, interview). And others did 
teach the class, in universities and in firms. Fairbairn recounts his 
experience teaching VLSI design at Xerox, Hewlett-Packard, and Evans 
and Sutherland Computer Corp. as “an instructor’s delight” (Fairbairn, 
1982). 

In fall 1979, Conway led an effort called MPC79 in which 124 designs 
from 11 universities were fabricated by Hewlett-Packard and shipped 
back to their designers 29 days later (Conway, 1981). The enthusiasm 
for the course, its textbook, and teaching guide, was clear and demon
strated pent-up demand for simpler approaches to design and fabrica
tion. The course also revealed a network of universities ready to 
disseminate that new approach. In May 1980, Conway’s Xerox col
leagues repeated these efforts one last time with MPC580, more than 
doubling the earlier MPC79 effort with 171 projects from 15 organiza
tions submitted via ARPANET or GTE TELENET and fabricated at 
Hewlett-Packard (Strollo et al., 1980). 

4.3. Phase 2: DARPA-funded fabrication service 

With many of the technical hurdles addressed, growing interest from 
students fueled the need to move away from the use of fabs at Intel or 
Hewlett-Packard. Failure to address this need could doom the effort, 
with students unable to produce projects. A contemporary account of the 
industry process at the time points out the many process steps involved 
in designing and producing a chip, none of which were standardized; an 
ideal foundry would standardize them and make them transparent to a 
designer, much like getting photos developed (Jansen and Fairbairn, 
1981). These steps included designing a chip, producing a mask that 
manufacturers use to print designs onto wafers, fabrication of wafers, 
packaging wafers into chips, and testing (Jansen and Fairbairn, 1981). 
Costs for various steps in the process, which also involved different 
vendors, were negotiated depending on complexity and projected vol
ume, so pricing also lacked standards. And even finding a vendor could 
be a challenge. Jansen and Fairbairn (1981) assemble a short catalogue 
of firms, which illustrates the difficulties associated with the existing 
business models. 

AMI would like a minimum of $75,000 to $150,000 worth of annual 
business from a single customer, depending greatly on how much 
work AMI has to do in support of the job…Synertek is looking for a 
certain threshold of business in the form of follow-on production. For 
Synertek, this threshold is about $100,000… (Jansen and Fairbairn, 
1981, p. 17). 

A solution to these difficulties was a service that found capacity on a 
collection of participating industry fabs. That service was the Metal 
Oxide Silicon Implementation Service, MOSIS. In 1979 and 1980, 
DARPA awarded the first of a series of contracts to fund MOSIS (Roland, 
2002, p. 356). The contracts were awarded to the Information Sciences 
Institute (ISI) at the University of Southern California.12 

…it was Ivan [Sutherland]’s inspiration, really, that we should start a 
silicon foundry to be available to the universities that were teaching 
these courses, and he was the one that convinced ARPA to sponsor 
the thing which later became called MOSIS. (Mead, 2009, p. 17) 

Xerox transferred the prototype system developed for MPC79 and 
MPC580 to ISI (Strollo et al., 1980). In the first year of the contract, ISI 
programmers developed their own, more robust implementation of the 
fabrication service, which was debugged and operational in January 
1981 (ISI, 1981). In the initial years, DARPA paid ISI less than $10 
million annually to run the service.13 

MOSIS was not a foundry but a broker that provided access to excess 
fabrication capacity — initially at integrated semiconductor manufac
turers because there “were not dedicated foundries like TSMC,” (Fair
bairn, 2020, interview).14 After it was founded in 1987, TSMC (Taiwan 
Semiconductor Manufacturing Corporation), a manufacturing-only 
foundry, became a contract manufacturer for MOSIS, as did Global
Foundries, formed by the 2009 merger of the semiconductor production 
facilities of AMD, Chartered Semiconductor and later IBM (MOSIS, 
2020; Tomovich, 1988). 

Industry observers immediately recognized MOSIS as implementing 

12 The ISI was founded in 1972 by Keith Uncapher of the RAND Corporation 
and was best known for creating Internet domain names and hosting the 
Internet standardization process known as “Requests For Comments” (Snyder 
et al., 2016).  
13 Roland (2002, p. 356–357) estimates that DARPA paid ISI about $39 million 

from FY1982-1984 for all work. MOSIS was only a small part of that work; for 
example, ISI’s 1983 annual report (ISI, 1984) lists 18 separate research projects, 
with MOSIS comprising a portion of the VLSI project.  
14 Piña (2002) reports the large firms participating in the MOSIS brokerage 

service — TSMC, Agilent Technologies, AMIS, IBM, and Peregrine Semi
conductor — and all but the first were vertically integrated. 
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a standardized interface for fabricating semiconductor designs and the 
role of the DoD in supporting it as such (Jansen and Fairbairn, 1981).15 

This home within an academic institution, run by Danny Cohen (Ivan 
Sutherland’s former student) and George Lewicki (Mead’s former stu
dent), was consistent with MOSIS’s educational goals: 

The main objective of [MOSIS] is to support the fast turnaround 
requirement of the ARPA VLSI community and of related programs. 
Another of our objectives is to help expand the VLSI design com
munity by supporting research institutes and universities that are 
actively involved in VLSI. We hope to help MIT, Caltech, Berkeley 
and other universities train as many VLSI students as they can. 
(Cohen and Lewicki, 1981, p. 1). 

MOSIS was an improved version of the prototype system developed 
by Xerox for MPC79 and MPC580. MOSIS implemented a standardized 
interface between semiconductor design and fabrication that fabless 
semiconductor designers used for the next four decades. That stan
dardized interface included  

• A methodology and set of design assumptions for how designers 
should conceive and specify their designs in a way that is indepen
dent of the fabrication technology. This process was prototyped by 
Mead in his Caltech LSI courses of the early-1970s, and then codified 
and validated by Mead and Conway’s (1980) textbook and student 
beta testers from 1977 to 1980. From 1983 to 1985, the Mead- 
Conway design rules were supplemented with three new design 
rules from other sources (Roland, 2002).  

• An open file format called the Caltech Intermediate Form (CIF). 
When Calma and Perkin-Elmer refused to divulge their proprietary 
semiconductor mask layout formats, Ivan Sutherland and his col
leagues developed their own file format, which the MPC79 and 
MOSIS systems utilized. After MOSIS and CIF proved successful, 
Calma and Perkin-Elmer opened their file formats for external use 
(Ayres, 1998; Sproull et al., 1980; Tomovich, 1988).  

• Email and underlying communications standards (TCP/IP) of the 
ARPANET (Crocker, 1982). MPC79 and MOSIS used the ARPANET, 
with DARPA’s permission, to transmit designs from the designer to 
fabrication services.  

• A set of rules and commands implemented by the MPC (later MOSIS) 
software. This allowed the designer to query and submit designs to 
an automated server that created fabrication jobs from the submitted 
designs. 

In addition to fabricating the multiproject wafers, the MOSIS service 
also provided the remaining steps of dicing, packaging and bonding. ISI 
wrote its own software to create wafer masks and bond pins to the 
semiconductor package. As part of its service, it validated the quality of 
a multiproject wafer, then its suppliers cut multiple samples of a design’s 
wafer from the multiproject wafer, packaged it, wire bonded it and 
shipped it to the customer one to two months after the original design 
was submitted (Ayres, 1998; ISI, 1981; Tomovich, 1988).16 

While MOSIS was initially limited to organizations doing DARPA 
research, in 1981 it added DoD contractors and NSF-approved re
searchers (Roland, 2002, p. 135). In 1985, the NSF agreed to fund access 
to students (or non-sponsored research) at any accredited US institution. 
As a result, more than 50,000 students participated in MOSIS-enabled 
VLSI design classes from 1990 to 2000. However, those students went 
on to work at (and launch) fabless semiconductor firms, so that by 1994 
commercial customers accounted for a majority of the designs fabricated 
by MOSIS. Beginning in 1994, DARPA and NSF began reducing their 

share of financial support, so that by 1998 MOSIS was no longer gov
ernment funded (Piña, 2002; Weatherford, 1997). 

4.4. Epilogue: de-integration of industry 

MOSIS demonstrated the need for contract manufacturing of semi
conductor designs, especially for small customers like students or en
trepreneurs. Piña (2002) points out what Jansen and Fairbairn’s (1981) 
survey of the industry showed, that even if a customer could afford to 
pay for an entire lot of a new chip, it would still be difficult to get the 
attention of a semiconductor firm. Aggregation of many small projects 
was thus the only way to access production technology. Meanwhile, 
Mead and Lewicki (1982, p. 107) promoted the commercial potential of 
the silicon foundry idea: “Clearly the silicon foundry, processing chips to 
order much as forges serve the machine industry, is inevitable.” And new 
firms began to respond to the “Mead-and-Conway revolution,” including 
Comdial, which resembled an ideal foundry in terms of its “willingness 
to do small jobs, the fact that it publishes a process data sheet and price 
list, and its stated commitment to fast turn-around.” (Jansen and Fair
bairn, 1981). Similarly, SynMos was founded by AMI employees to 
“streamlines the process” for designers (Jansen and Fairbairn, 1981, p. 
26). 

To support the use of MOSIS, DARPA’s VLSI Project funded two 
generations of EDA tools developed at the University of California, 
Berkeley. First, software called Caesar produced CIF files for use with the 
MOSIS system and was used to design the RISC and MIPS processors at 
UC Berkeley and Stanford, respectively, that were commercialized by 
Sun Microsystems and MIPS Computer Systems. More advanced follow- 
on software, Magic, formed the basis of proprietary EDA tools from 
Cadence, Daisy, Mentor and VLSI Technology (NRC, 1999). 

All of this was the logical extension of Mead’s decade-long idea of 
separating design from fabrication, under which designers would 
concentrate on the novel features of a new chip, software would assist 
with key design steps, and specialized foundries would make the chip: 

This points to a new division of labor, where component designers 
become systems designers and manufacturing lines become … 
foundries that will fabricate chips starting with either masks, 
pattern-generator tapes, or higher-level commonly accepted de
scriptions of circuits. Foundry fabrication facilities will reflect the 
state of the art and be available at lower cost than the purchase and 
maintenance of private fabrication lines. Even firms with large in
ternal facilities will benefit from the added capacity and resources of 
outside foundries. (Mead and Lewicki, 1982, p. 108–109). 

But the industry reaction was mixed. On the one hand, industry in
cumbents saw Mead and Conway’s success as a threat to the status quo. 
In awarding Mead and Conway their annual Award for Achievement in 
1981, Electronics magazine described the “dismissal by most of a skep
tical semiconductor industry” and the “implacable” semiconductor firms 
who ignored them (Marshall et al., 1981, p. 103). Conway’s idea to 
disseminate knowledge through college courses proved to be essential in 
changing opinions. Notes Mead, “It was Lynn’s idea to copy the first 
chapters to enable the schools to start their VLSI courses. She is partic
ularly good at propagating knowledge,” (Marshall et al., 1981, p. 103). 
But the “almost inevitable” resistance from industry was due to the 
“radical” changes to an existing practice. 

Still, the implications of the Mead-Conway concept disturbed semi
conductor industry powers. For one thing, it advocates establishing 
many small groups to design custom proprietary circuits, attacking 
the concept of the standard IC, which was the bread and butter of the 
business. For another, in the mid-1970s Mead in particular began 
calling for what are called silicon foundries that would accept and 
fabricate independent design (Marshall et al., 1981, p. 103) 

Another source of friction was Mead’s prediction of a widespread 
restructuring of the semiconductor business to separate design and 

15 Jansen and Fairbairn (1981) also point out that the Norwegian Defense 
Research Establishment was similarly interested in promoting standards.  
16 By contrast, the chips fabricated at Intel for Mead in the late 1970s required 

Caltech to manually package and bond each design. 
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fabrication functions. It is not surprising that industry officials who 
struggled to build their companies grumbled about “ivory tower aca
demics” who offered economic advice (Marshall et al., 1981, p. 103). 

On the other hand, some in the industry experimented with the 
concept of foundries. Jansen and Fairbairn (1981) describe some of the 
business models being tried, and a 1983 industry census by VLSI Design 
shows new semiconductor firms proliferating (Werner, 1983). All of the 
firms in that list were vertically integrated in the sense that they per
formed both design and manufacturing. Many performed some 
“foundry” work, meaning they would do some manufacturing for other 
firms. But this was a small part of each firm’s business (Fairbairn, 2020, 
interview). 

Even after MOSIS proved that design could be separated from 
manufacturing — and that there was a demand for such manufacturing 
services — making a business of a pure-play foundry remained a risky, 
chicken-and-egg problem. As the founder of TSMC recalled: 

There was no market because there was very little fabless industry, 
almost none. No fabless industry. So who are you going to sell these 
wafers to? Who are you going to manufacture the wafers for? (Chang, 
2007, p. 13) 

Another critical issue with the nascent foundry idea was the business 
model. As gatekeepers to fabrication services, manufacturers typically 
took ownership of the design IP, and sought to own some or all of the 
rights to the chips they fabricated. Fairbairn (1982) likens the model to 
writers and publishers: 

The best way to do this is probably to assign the rights to a semi
conductor company that would then produce, test, market, and 
distribute the product. The relationship between the designer and 
the semiconductor company would be almost identical to that be
tween writers and publishers today (Fairbairn, 1982, p. 96). 

Eventually, with the support of the Taiwanese government, the first 
pure-play foundry was formed using a very different business model 
than that imagined by Fairbairn.17 The net effect of industry growth 
(shown in Fig. 1) due to foundries and fabless firms is difficult to assess 
because the vertically integrated model might have produced new firms 
with new product ideas serving new customers, all without foundries, 
and this counterfactual is hard to model. However, the reduction of 

entry barriers via the new fabless business model meant that, by 1995, 
both the majority of semiconductor firms and the largest ones were new 
entrants rather than long-established incumbents (Funk, 2012). 

On the other side of the scale, the indirect economic effect of entry by 
fabless firms is also hard to estimate. Fabless firms expanded the variety 
of products in the market and served new customers. Before TSMC, the 
main customers for semiconductors were computer makers and the 
military. After TSMC, new fabless entrants expanded into new markets 
to address ever more specialized niches. 

5. Discussion 

This paper traces the unexpected transformation of the semi
conductor industry resulting from DoD support of a brief and relatively 
small-scale initiative by two scientists in the 1970s. The intervention 
was notable not for the size or scale of the investment, but rather for a 
series of ad hoc technical solutions that enabled university engineers to 
design new semiconductors without owning a factory. The effort suc
ceeded because of a clever diffusion strategy (and strong word-of-mouth 
adoption) among key opinion leaders from leading engineering and 
computer science programs at American universities in the 1979–1980 
academic year. 

The legacy of this brief intervention was both a government- 
supported prototype manufacturing service, and an open interface that 
allowed any engineer to submit a design to be manufactured. The new 
interface had a significant impact on the modularization of industry 
structure, by de-integrating design and manufacturing, thus allowing 
entry by new firms on both sides of the interface. 

Despite its rapid success and widespread impact, the result was 
neither expected nor widely supported by industry during its first decade 
— particularly by the incumbents, vertically-integrated semiconductor 
producers. A key example of this was vocal opposition by Intel’s then- 
president, Andy Grove. In some ways, it parallels another de- 
integration that also surprised Grove — the shift from vertically inte
grated computer makers in 1982 to horizontally specialized component 
makers (Intel, Microsoft) and system integrators (IBM, Dell, HP) a 
decade later (Grove, 1996).18 However, the latter shift was endorsed by 
Grove because the re-partitioning of computer systems generated 
economies of scale that cemented Intel’s quasi-monopoly, while those 
for semiconductor production undercut Intel’s ability to invest in new 
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Fig. 1. Semiconductor global revenue growth, 1975–2015 
Source: Webbink, 1977; IC Insights, 2011; VerWey, 2019. 

17 In a meeting arranged by his student, Marina Chen, Mead explained to 
Taiwan’s Industrial Technology Research Institute (ITRI) his vision of a de- 
integrated industry structure, which featured a manufacturing-only foundry. 
Five years later, in 1986 TSMC was founded with investment from ITRI, Philips 
Electronics and four Taiwanese firms. 

18 Both are iconic examples of what Baldwin (2018) terms “open product 
platforms,” respectively corresponding to a logistical (or supply-chain) platform 
and a standards-based platform. We thank the guest editor for calling our 
attention to this parallel. 
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production technologies, ultimately driving it seek the acquisition of a 
pure-play foundry.19 

5.1. Mission orientation and public agencies 

When considering the U.S. national innovation system, Mowery 
(2009, p. 470) reminds us of the central role that the defense industry 
and agencies have played since 1950: 

No discussion of the postwar U.S. national innovation system can 
ignore the role of defense-related R&D and procurement spending. 
To cite only one example, much of the growth of the postwar in
formation technology sector in the United States, as well as the un
usual industrial structure of this sector, reflects the influence of 
defense-related R&D and procurement spending. The trans
formation of U.S. research universities, including the postwar rise in 
prestige and wealth of institutions such as Stanford University, also is 
attributable in part to the effects of defense-related R&D spending in 
academia. 

He identifies three levers of DoD influence on innovation: R&D 
funding of innovation, government procurement of these innovations, 
and civilian spinoffs. He predicts that spinoffs will happen early in a new 
technology before government and commercial requirements diverge. 

Prior research has identified the impact of defense R&D funding and 
procurement in creating the U.S. software industry in the 1960s and 
1970s (Mowery and Langlois, 1996), as well as an indirect role for large 
U.S. aerospace contractors, which were major customers for mainframe 
hardware and software (Steinmueller, 1996).20 During that same period, 
before civilian applications were economically feasible, the aerospace 
industry also provided early R&D funding and procurement of com
munications equipment containing digital computing technology (West, 
2008). Meanwhile, DARPA funding for the miniaturization of global 
positioning system (GPS) receivers laid the groundwork for GPS re
ceivers in every smartphone today (Alexandrow, 2008). 

But perhaps the best known and most celebrated (e.g., NRC, 1999) 
ARPA-funded technology was its eponymous national research network, 
ARPANET, forerunner of today’s global Internet (Greenstein, 2015; 
Mowery and Simcoe, 2002). There are important parallels between DoD 
funding of the ARPANET and the Mead-Conway transformation of 
semiconductors, both before and during DARPA’s VLSI Project. As a 
practical matter, the Mead-Conway design process was pilot tested at 
ARPANET-connected universities in 1979–1980, thus utilizing a subset 
of ARPANET users. Also, the initial research centers funded by the VLSI 
Project overlapped with ARPANET-connected universities. Both the 
ARPANET and the VLSI Project created open interfaces that were widely 
disseminated and that anchored collaboration by private firms for de
cades to come. And in both cases, these open interfaces enabled 
decentralized firm entry and innovation. 

However, there were also important differences. DARPA’s ongoing 
development and implementation of open interfaces over several de
cades established key enabling characteristics of the Internet (Fleming 
and Waguespack, 2007; Greenstein, 2009). By contrast, DARPA’s 

financial support of Mead, Conway, and EDA tools development were 
mostly one-time interventions to partition the design and fabrication 
process. DoD and NSF support for MOSIS from 1980 to 1998 supported 
this partitioning and, within a decade, pure-play foundries emerged to 
satisfy commercial fabrication requirements. 

More generally, with this case, we extend the fledgling and under- 
appreciated literature on mission-orientation in public funding (Foray 
et al., 2012; Rathje and Katila, 2021). Missions differ dramatically even 
within a single agency like the DoD; our study brings to light how a small 
investment nudged an industry to be more modular, diverse, and 
competitive, to ultimately benefit the funding agency. This narrative of 
public R&D funding is a significant departure from the existing litera
ture, which focuses on basic science as the public good upon which 
innovation is built (Arrow, 1962; Nelson, 1959). 

Government procurement has previously been identified as a tool for 
promoting competition and other changes to industry structure (Isaak, 
2006). However, our study also illustrates why the literature on mission- 
oriented funding should move beyond procurement needs (Fabrizio and 
Mowery, 2005; Mowery, 2010, 2012). We show how ONR and DARPA 
decisions supported policies such as second sourcing and vendor- 
independent design (Farrell and Gallini, 1988; Hanna, 1989; Riordan 
and Sappington, 1989). This suggests the importance of indirect effects of 
agency funding and mission (e.g. enabling competition), which go 
beyond direct objectives such as funding technology development. 

5.2. Leveraging modularity to strengthen policy outcomes 

Our paper also links innovation policy to modularity theory. The 
application of modularity theory to our case demonstrates how technical 
interfaces are necessary (though not sufficient) for generating changes in 
industry structure, which in turn unleashed decentralized innovation. 

This contribution is significant because even the government 
agencies that provided support did not formulate their funding strategy 
as affecting industry organization per se. Therefore, it is important to 
explain modularity theory’s relevance: policymakers can identify op
portunities to leverage industry structure. 

Explaining the government’s role in producing interfaces is also 
important because private firms may lack the incentives to create in
terfaces or standards. The extant research on interfaces and industry 
structure (Baldwin and Clark, 2000; Colfer and Baldwin, 2016; Langlois 
and Robertson, 1995) focuses on how a key goal of such interfaces is to 
enable firms to coordinate activity (David and Greenstein, 1990). Hence, 
we see research streams on firms creating proprietary de facto industry 
standards (Gawer and Cusumano, 2002), or open standards (West and 
Dedrick, 2000), as well as cooperative industry standards (Bar and 
Leiponen, 2014; Simcoe, 2012). Lead firms can sponsor an ecosystem 
(Gawer and Cusumano, 2002; Jacobides et al., 2018) by creating in
terfaces to enable modularity and complementary products (Baldwin, 
2012; Bresnahan and Greenstein, 1999). 

However, our study shows that lead firms may not pursue open in
terfaces, preferring secrecy instead. A theory of when firms will create 
an open interface and when they will not is beyond the scope of this 
study, but our case illustrates why such a theory is valuable; such a 
theory might also consider the potential competitive pressure of new 
interfaces that come from non-commercial sources. In our case, publicly 
funded open interfaces pressured owners of private interfaces to open 
them up; openness was a consequence of changes in industry structure 
(through entry) rather than an antecedent, as is often theorized (Cargill, 
1997; Garud and Kumaraswamy, 1993). 

We also contribute to modularity theory by providing a detailed 
account of the many components of a technical interface as well as the 
effort involved in promoting market modularity. Conway notes her own 
anthropological bent as motivating the development of a textbook and 
course (Conway, 2021), which the Electronics magazine award noted as 
instrumental to popularizing her ideas (Marshall et al., 1981). 

And our study adds renewed emphasis on industry structure effects 

19 In July 2021, Intel proposed a $30 billion acquisition of GlobalFoundries; 
although the third largest foundry by market share, it had only 7 % of the global 
foundry market, compared to 56 % for TSMC and 18 % for Samsung (Aslop, 
2021). Rather than accept the Intel offer, the firm raised $2.6 billion in its 
October 2021 IPO.  
20 Even ignoring the overlap between procurement of military aircraft and 

“civilian” space industry (e.g. Bell, Boeing, Douglas, Grumman, Lockheed as 
Apollo suppliers), to date government procurement of space technologies such 
as satellites and rocket boosters have largely been dual-use (Molas-Gallart, 
1997; Pisano, 2006). After six decades, the nascent “space tourism” market, 
launched in 2021, may eventually create greater divergence between civilian 
and military technologies. 
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within modularity theory. What was not anticipated, even by Mead, was 
how the locus of semiconductor design would move to fabless firms, 
which in turn expanded the markets for semiconductors. Indeed, 
scholars studying the industry in the early 2000s described a “mature” 
industry with entry “slowed somewhat” (Macher and Mowery, 2004, p. 
336). The primary shift that Mead had sought was to involve end-user 
product companies in chip design (because he considered it unlikely 
that a semiconductor company could design the optimal chip for any end 
product). Today, producers of low-tech mechanical products like re
frigerators or cars have begun to design their own chips (e.g. Greenfield, 
2010; Lyytinen and Yoo, 2002). The initial open interfaces spawned an 
ongoing trend that we term the “momentum of modularity.” Once 
modularity spurs entry, firms innovate, reduce costs, and serve new 
customers. 

5.3. Future research 

As our epilogue suggests, a new technical interface is a necessary but 
not sufficient condition for organizational or industry-level modularity. 
The interface does not guarantee an industry response. Our research 
suggests that incumbents resisted de-integration, and research by Funk 
and Luo (2015) shows that de-integration was led by fabless entrants 
rather than the de-integration of vertically integrated incumbents. Thus, 
more research is needed to understand the full process of de-integration 
and industry modularity. 

More generally, further research into how semiconductor industry 
structure eventually shifted will shed light on how government- 
sponsored interfaces differ from industry-sponsored ones. Prior 
research has considered both how industry structure affects interfaces 
(Bekkers et al., 2011) and how interfaces affect industry structure 
(David and Greenstein, 1990; Kenney and Pon, 2011; Steinmueller, 
2003). But the practice of interface standardization over the past 30 
years has focused on private economic actors creating interfaces that 
benefit their self-interest, as when a platform owner creates interfaces to 
attract third party complements (Gawer and Cusumano, 2002; Baldwin, 
2020). Less is known about how this process differs for open interfaces 
from non-proprietary sponsors. Anecdotally, new entrants prefer open 
interfaces because they lack the resources to create a vertically inte
grated firm (Teece, 1986), while incumbents seek to stymie them (West, 
2007). This case examines an interface created and used by academics 
that eventually enabled both fabless firms and foundries; such a tra
jectory has rarely been identified, let alone studied. 

The mission-orientation of this interface is unmistakable and raises 
additional questions. On the one hand, DARPA had an interest in 
improving the performance of semiconductor devices. But might its 
practice of encouraging the publication of research findings (Fuchs, 
2010) give strategic rivals access to the fruits of DARPA-funded 
research? The spread of manufacturing technology to Asian countries 
was raised as an issue more than two decades ago (Macher et al., 2002; 
Welling, 1987). One response was to develop technology more quickly 
than foreign rivals, as was the case in the 1990s when Japanese semi
conductor firms surpassed American industry (Khan et al., 2018). But in 
our case, withholding certain components of the interface had some 
effect on slowing imitation. For example, Russians translated the Mead- 
Conway textbook almost immediately but were unable to develop a 
design industry because the US embargoed manufacturing technology. 
As a result, Soviet scientists could not fabricate their designs, a learning- 
by-doing process that is essential to applying the textbook’s codified 
processes (Conway, 2021, interview). 

Finally, a growing area of research examines the rate of innovation, 
especially in the emergence of nascent industries implementing new 
knowledge (Agarwal et al., 2017; Moeen and Agarwal, 2017). Our study 
brings mission-oriented public agencies together with academic and 
industry researchers to bring about rapid adoption. A literature on na
tional innovation systems already cites this combination as critically 
important (Lundvall, 1992; Nelson, 1993). But future research should 

consider more broadly how even temporary, university-based, educa
tional consortia can influence the speed and direction of a nation’s 
technology adoption. 
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