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A B S T R A C T   

Asphaltenes are organic compounds that aggregate in crude oil with two dominant molecular architectures: 
archipelago and continental. Continental architectures possess a single uniform island structure composed of 
aromatic rings in contrast to archipelago architectures with aromatic cores interconnected through aliphatic 
chains. The structural composition of asphaltenes varies globally due to geographical differences, posing chal
lenges in their classification due to a lack of uniformity. This study is the first known exploration of using image- 
based supervised machine learning, particularly the ResNet-50 neural network, for the binary classification of 
asphaltenes into continental and archipelago motifs. 255 continental and archipelago models underwent 
structural augmentations to create a sample size of 1,530 asphaltene structures that is robust enough for accurate 
results in both the training and testing portions of the machine learning. These augmentations included the 
repeated addition of carbons until a complete pentane chain was added to a specified carbon on each asphaltene 
structure. Using Mathematica, supervised ResNet-50 image-based classification was used on both original and 
augmented structure datasets to classify as either archipelago or continental. The classification was also 
implemented using topological similarity searching for association between atoms and the distance between 
them for further molecule identification. This study demonstrates the surprising effectiveness of image-based 
classification compared to traditional topological feature-based methods. Our results reveal that deep learning 
techniques, especially image-based approaches, provide novel and insightful ways to differentiate complex 
molecular structures like asphaltenes, challenging the traditional reliance on topological features alone. This 
research opens new avenues in chemical analysis and molecular characterization, highlighting the potential of 
machine learning in complex molecular systems.   

Introduction 

Asphaltenes, a complex component of crude oil, present significant 
challenges in the petroleum industry due to their structural diversity and 
propensity to affect processing and refining operations adversely. The 
structural characterization of asphaltenes remains a pivotal yet chal
lenging aspect, primarily due to their inherent molecular heterogeneity 
and variation across different geographical sources. This complexity 
necessitates advanced analytical approaches for accurate classification 
and understanding. The rapidly evolving field of machine learning (ML) 
offers promising tools in this regard [1–3]. 

Machine learning’s integration into chemical research has trans
formed the approach to molecular analysis and characterization. Its 
application in structural characterization has opened new opportunities 

for understanding molecular patterns. A recent example demonstrates 
the utility of ML models to predict shape persistence and cavity size in 
porous organic cages. The models achieved up to 93 % accuracy, with 
the [4 + 6] imine condensation of trialdehydes and diamines identified 
as the most effective method for creating shape persistent structures [4]. 
This approach represents a significant advancement in understanding 
and predicting the structural properties of hypothetical organic cages, 
essential for a range of applications. In this context, supervised learning, 
known for its effectiveness in pattern recognition, offers a robust 
framework for classifying complex molecular structures [4,5]. 

Deep learning, a more advanced form of ML, has further revolu
tionized data analysis, especially in image-based applications. The Re
sidual Network (ResNet) architecture, particularly the ResNet-50 [6,7] 
model, is notable for its ability to handle image data efficiently. ResNet- 
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50, a variant of this architecture, stands out for its innovative approach 
to deep learning, particularly in image classification tasks. A defining 
feature of ResNet-50 is its use of residual blocks, which incorporate skip 
connections that allow the network to bypass one or more layers. These 
skip connections effectively address the vanishing gradient problem, a 
common challenge in deep neural networks, by facilitating the flow of 
gradients through the network, thereby enabling the training of much 
deeper models without a loss in performance. The architecture of 
ResNet-50 comprises 50 layers, including convolutional layers, pooling 
layers, and fully connected layers, designed to extract and process a 
wide range of features from input images. This depth, combined with the 
efficiency of residual learning, allows ResNet-50 to achieve remarkable 
accuracy in image recognition tasks, outperforming many other deep 
learning models, especially in complex datasets like ImageNet [8,9]. 
ResNet-50 has been widely utilized in diverse fields and some notable 
examples include chemistry laboratory glassware identification [10], 
identification of weeds [11], and classification of fungi and bacteria 
[12]. 

This study utilizes the ResNet-50 model, trained on a dataset of two- 
dimensional asphaltene images, to classify them into continental and 
archipelago motifs. The primary objective is to evaluate the feasibility 
and effectiveness of using supervised learning and deep learning 

techniques in differentiating asphaltene structures into continental and 
archipelago motifs. This study aims to contribute new insights to the 
applications of convolutional neural networks to chemical structures 
and cheminformatics. 

Molecular representation is a critical factor in ML applications that 
significantly influences the performance and accuracy of predictive 
models. These representations are generally classified into four distinct 
categories: string representations, connection tables, feature-based 
representations, and computer learning-based representations. Among 
these, string representations such as the Simplified Molecular-Input 
Line-Entry System (SMILES), International Chemical Identifier [13,14] 
(InChI), and MDL Molfile have emerged as significant tools for encoding 
molecular structures in a compact and interpretable format [15]. 

Molecular fingerprints, a pivotal aspect of molecular representation 
in ML, effectively encapsulate molecular substructures as sparse vectors. 
These fingerprints are derived in two primary ways: either through the 
matching of substructures based on expert-defined sets or through 
algorithmic enumeration and hashing of substructures. A notable 
example of such fingerprinting techniques is the Extended Connectivity 
Fingerprints (ECFP) [15], widely recognized for its utility and imple
mented in the RDKit Python package [16]. 

The precision of ML models in predicting molecular properties is 

Fig. 1. Example of an archipelago structural motif.  

Fig. 2. Example of a continental structural motif.  
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heavily dependent on the choice of molecular representation. A nuanced 
approach, drawing inspiration from quantum mechanics principles, has 
led to the development of a hierarchy of representations that adhere to 
criteria of uniqueness and target similarity. This approach ensures that 
each molecule is represented in a unique manner while maintaining 
consistency with the underlying chemical properties. Incorporating 
higher-order contributions into these representations consistently im
proves similarity to the true potential energy surface. Consequently, this 
enhances the predictive accuracy of the resultant ML models, as it allows 
for a more comprehensive and nuanced understanding of molecular 
interactions and properties [17,18]. 

The improvement in the accuracy of machine learning (ML) models 
for predicting molecular properties has significant implications for 
addressing complex chemical phenomena, such as the behavior of 
asphaltenes in crude oil processing. The development of more sophis
ticated molecular representations, informed by principles of quantum 
mechanics, allows for a nuanced understanding of molecular in
teractions and properties. This advancement is critical for industries that 
deal with complex substances whose behavior is difficult to predict with 
traditional models. Asphaltenes present a notable challenge in the oil 
industry, characterized by their unconventional solubility properties, 
which complicate crude oil processing and refinement. Asphaltenes defy 
conventional solubility norms by favoring aromatic solvents and 
precipitating in normal alkanes. This specific behavior is characterized 
by solubility in aromatic hydrocarbons and insolubility in alkanes and 
renders them a challenge in crude oil processing. Asphaltenes, consisting 
primarily of carbon, nitrogen, and sulfur, present a puzzle that spans 
both chemical and physical dimensions [19]. Archipelago asphaltenes 
are characterized by their distinct molecular architecture, where smaller 
and more dispersed aromatic structures are linked by aliphatic chains, 
resembling a cluster of islands. This configuration leads to relatively 
lower molecular weights and contributes to their unique solubility and 
reactivity properties compared to other asphaltene types. Fig. 1 shows 

an archipelago asphaltene from the dataset used in our investigation. 
Continental asphaltenes, in contrast, feature larger, more condensed 
aromatic systems, like a single contiguous landmass. This structure re
sults in higher molecular weights and influences their aggregation 
behavior, impacting the processing and handling characteristics of crude 
oil where they are prevalent [20–23]. Fig. 2 illustrates a continental 
asphaltene structure that displays these characteristics. 

Methods 

Asphaltene structures from experimental and computational sources 
collected by Franke et al. [24] were utilized in this investigation. That 
dataset contains 255 asphaltene structures, of which 185 structures 
correspond to the continental motif and the remaining 70 structures are 
archipelago type of structures. To compile a sample size that is robust 
enough for accurate results in both the training and testing portions of 
machine learning, each structure in the archipelago and continental data 
sets underwent five structural augmentations. Using Wolfram Language 
[25], each structure was edited with the MoleculeDraw [26] function. 
For each modification, we added one additional carbon to the same 
location as the previous edit, ultimately creating a one, two, three, four, 
and five-carbon chain addition to the molecule. Fig. 3 shows the 
modified structures created from the archipelago motif shown in Fig. 1. 
Similarly, Fig. 4 shows the modified structures derived from the conti
nental motif illustrated in Fig. 2. All carbon additions were made on the 
exterior of the molecule, distant from aromatic ring islands for conti
nental molecules. Correspondingly, in archipelago structures, the mod
ifications were located distant from the connecting branches between 
aromatic rings to maintain structural integrity. Aromatic rings were not 
added to any augmented structures since the arrangement of aromatic 
rings is the dominant feature of asphaltene molecules. Each structure 
was then energy minimized and stored. We then compiled the original 
structures combined with the augmented structures to create a larger 

Fig. 3. Example of archipelago model 48 with augmentations. Each structure was edited using the MoleculeDraw function. From left to right, each structure was 
edited by adding one additional carbon to the same location as before. Modifications began with the addition of a methyl group with the successive addition of 
carbons up to a pentane chain. 
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dataset for our investigation. 
Machine learning investigations were implemented using the 

Wolfram Language [25]and Mathematica notebooks. The results 
describe classification performance on the original dataset of 255 orig
inal asphaltene structures and an augmented dataset composed of 1,530 
structures. The augmented dataset contains each structure from the 
original dataset and the 5 derived structures from each motif. The 
image-based classification was conducted using the MoleculePlot [27] 
function to convert molecular structures into visual representations. The 
line structure images were converted to thumbnail size to limit memory 
requirements during the process. The asphaltene structures were 
initially imported into each notebook and labels were applied to the 
images based on information provided in the asphaltene dataset [24]. 

The resulting lists of labeled molecules were collated and shuffled to 
provide a dataset of labeled asphaltene structures. Subsequently, the 
dataset containing labeled molecules underwent a division into training 
and testing sets ensuring an 80–20 split, with 80 % of the molecules 
allocated to the training set and the remaining 20% to the testing set. 

Since the dataset is unbalanced, it was decided to split the archipelago 
and continental structures into testing and training sets individually. 
The training sets were combined to form the aggregate training set and 
similarly the testing sets were combined to form the aggregate testing 
set. This ensures that the final testing set contains 20 % of structures 
from each category and the training set contains 80 % of the structures 
from each category, archipelago, and continental. The classification was 
carried out using two different techniques. The first method involved 
utilizing the topological features of the molecules codified in molecular 
fingerprints. The fingerprints were computed using the RDKit [16] 
functionality implemented in Mathematica. 

The fingerprint-based classification was performed using the Classify 
[28] function in Mathematica. This function applies a variety of methods 
to the training data and returns the best performing model with 
hyperparameter values using cross-validation on the dataset. The 
resulting classifier was tasked with classifying the testing set, comprising 
molecules that were not part of the training dataset. This procedural 
sequence was iteratively executed for each classification, with feature 

Fig. 4. Example of continental model 2 with augmentations. Each structure was edited using the MoleculeDraw function. From left to right, each structure was edited 
by adding one additional carbon to the same location as before. Modifications began with the addition of a methyl group with the successive addition of carbons up to 
a pentane chain. 
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specification incorporated within the Classify function. 

ClassifierMeasurements [29] function was employed to obtain compre
hensive measurements and assessments of the classification results. This 
function provided an output detailing the efficacy and accuracy of the 
classifier, offering insights into the performance of the machine learning 
model across various classifications. The entire classification and testing 
methodology was carried out 10 times with random sampling from the 
entire dataset of structures. This classification was carried out for both 
datasets, the original structure collection, and the composite collection 
with modified molecules. The Logistic Regression technique with regu
larization performed the best in our investigations to classify asphal
tenes using fingerprint information as the encoding property. 

The second method implemented supervised learning to exploit the 
visual differences in the shapes of the archipelago and continental mo
tifs. Supervised learning, a subset of machine learning methodologies, 
trains neural networks using labeled data, enabling the network to 
perform specific tasks on new, unlabeled data with learned patterns. 
This approach, particularly potent in deep learning architectures, has 
significantly advanced fields such as computer vision and natural lan
guage processing [30]. Image classification, a primary application of 
deep learning, aims to categorize images into predefined classes and has 
seen remarkable success. Transfer learning, especially relevant in com
puter vision, leverages pre-existing models trained on extensive datasets 
like ImageNet, facilitating rapid and efficient model development 
without the need to construct neural networks from scratch. These pre- 
trained models, often sourced from existing literature, are adapted to 
new problems, demonstrating considerable efficacy in various computer 
vision tasks, as detailed in comprehensive analyses of ImageNet-based 
models [9,31]. ResNet-50, the pre-trained neural network used for this 
study was sourced from the Wolfram Neural Net Repository [32]. The 
demonstrated versatility and performance of ResNet-50 over larger 
neural networks and across various domains, including its successful 
application in laboratory glassware recognition [10], weed identifica
tion [11], and the classification of fungi and bacteria [12] motivated its 
selection for this investigation. This choice was underpinned by ResNet- 
50′s proven capability in handling diverse image-based classification 
tasks, making it an apt model for exploring asphaltene categorization. 

The training process involved modifying the network by removing 
the final classification layer and incorporating a new classifier designed 
to handle the two molecular classes, along with a SoftMax layer for 
probability computation. These modifications were executed using the 
NetDrop [33] function, and the subsequent training was conducted 
through the NetTrain [34] function, aligning the network with the 
specific requirements of our classification task. The final models, 
Mathematica coding notebooks, and all data used to carry out the in
vestigations are provided in the Zenodo data repository [35]. 

Results and discussion 

The training of each network resulted in the classifier being able to 
distinguish between continental and archipelago asphaltenes success
fully. The following subsections describe classification metrics to 
quantify the performance of these models. The original dataset is 
comprised of 255 structures and the composite dataset includes the 
original structures and those created by modifying each structure 5 
times to create an augmented set of 1,530 structures. Between these 
extremes of original dataset and the composite dataset, we have also 
examined the classification efficiency of both techniques at each stage 
using incremental edits. The overall composition of the dataset and the 
F1 scores at each stage are shown in Table 1. 

Accuracy 

Accuracy defines the fraction of the images that were correctly 
identified from the testing set. Fig. 5 shows a graphical representation of 
the mean accuracy of the data sets after they were divided into small 
subsets of data, using ResNet-50. There was an increase in the accuracy 

Fig. 5. Accuracy scores for the original figures (a) and composite figures (b) 
using ResNet-50. Please note the Y-axis in both figures. In (b) the Y-axis range is 
much smaller compared to that in (a). 

Fig. 6. F1 scores for the original figures (a) and composite figures (b) using 
ResNet-50. Please note the Y-axis in both figures. In (b) the Y-axis range is much 
smaller compared to that in (a). 
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of our results in the composite figures dataset, primarily due to an in
crease in sample size being tested. The lowest accuracy for the original 
figures was 65 % with the highest accuracy being 98 %. (Fig. 5a). The 
highest accuracy for the composite figures was 92 % and the highest 
accuracy was 99 %. (Fig. 5b). 

We also analyzed the structural classification of the original dataset 
and the composite dataset through topological information. The accu
racy results using the fingerprints are seen in Fig. 8. The lowest accuracy 
recorded for our original dataset was 68 % and the highest recorded 
accuracy for this dataset was 94 %. Compared to the composite figures’ 
dataset, our lowest accuracy was 98 % and the highest was 100 % 
accuracy. 

F1 score 

The F1 score is a robust statistical measure used in binary classifi
cation to assess the balance between precision and recall, especially in 
datasets with uneven class distributions. It is calculated as the harmonic 
mean of precision and recall, thereby providing a single metric that 
encapsulates both the false positive and false negative aspects of the 
classification model. We measured the F1 score using ResNet-50 and 
topology encoding on both the original and composite datasets. Fig. 6 
(a) shows the F1 Score for the original dataset using ResNet-50 for both 
archipelago and continental asphaltene structures. The values for the 
original dataset regarding the F1 Score were lower indicating a subop
timal balance between precision and recall. The F1 Score for the 

Table 1 
Composition of the dataset at each stage of structure editing and the resulting mean F1 score for archipelago and continental structures. The data in the last 4 columns 
shows the minimum, maximum, and the mean ± standard deviation values for the classification. The data clearly shows that image-based classification reaches high 
levels of reliability with much larger datasets compared to the fingerprint-based classification technique.  

Dataset Archipelago 
structures 

Continental 
structures 

F1 score Archipelago 
structures image based 

F1 score Continental 
structures image based 

F1 score Archipelago 
structures fingerprint 
based 

F1 score Continental 
structures fingerprint 
based 

Original 69 186 0.13, 0.92, 0.51 ± 0.330 0.81, 0.97, 0.89 ± 0.06 0.53, 0.80, 0.70 ± 0.09 0.88, 0.94, 0.92 ± 0.02 
Original + 1 edit 138 372 0.40, 0.945, 0.80 ± 0.17 0.81, 0.98, 0.93 ± 0.05 0.82, 1.0, 0.96 ± 0.05 0.94, 1.0, 0.98 ± 0.02 
Original + 2 edits 207 558 0.39, 0.921, 0.82 ± 0.16 0.86, 0.97, 0.95 ± 0.03 0.92, 1.0, 0.96 ± 0.02 0.97, 1.0, 0.99 ± 0.01 
Original + 3 edits 276 744 0.48, 0.923, 0.84 ±

0.135 
0.80, 0.97, 0.94 ± 0.05 0.93, 1.0, 0.97 ± 0.03 0.97, 1.0, 0.99 ± 0.01 

Original + 4 edits 345 930 0.79, 0.96, 0.87 ± 0.05 0.93, 0.98, 0.96 ± 0.01 0.98, 1.0, 0.99 ± 0.01 0.99, 1.0, 0.99 ± 0.01 
Original + 5 edits 

(Composite dataset) 
414 1116 0.88, 0.95, 0.91 ± 0.03 0.96, 0.98, 0.97 ± 0.01 1.0, 1.0, 1.0 ± 0.0 1.0, 1.0, 1.0 ± 0.0  

Fig. 7. Cohen’s Kappa scores for the original figures (a) and composite figures 
(b) using ResNet-50. Please note the Y-axis in both figures. In (b) the Y-axis 
range is much smaller compared to that in (a). Fig. 8. Accuracy scores for the original figures (a) and composite figures (b) 

using Topology. Please note the Y-axis in both figures. In (b) the Y-axis range is 
much smaller compared to that in (a). 
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composite dataset shown in Fig. 6(b) using ResNet-50 for both forms of 
asphaltene structures exhibited higher values indicating robust 
classification. 

The structural classification of archipelago and continental asphal
tenes was also accomplished using molecular fingerprints. The corre
sponding F1 score results are displayed in Fig. 9, with the original 
dataset as Fig. 9(a) and the composite dataset as Fig. 9(b). The lowest F1 
Score for the original dataset was 0.0, indicating poor classification ef
ficacy. The lowest F1 Score for the composite dataset was 0.961, indi
cating excellent classification efficacy. 

Cohen’s Kappa 

In the context of binary classification of molecules, Cohen’s Kappa 
offers a nuanced measure of agreement, crucial for comparing the effi
cacy of using molecular fingerprints versus image-based representa
tions. This statistical tool accounts for chance agreement in categorical 
classification, thereby providing a reliable assessment of the classifica
tion methods’ accuracy. A value above 0.80 is often associated with a 
strong agreement between the classification model’s predictions and 
actual values. Cohen’s Kappa was measured on the original and com
posite datasets using ResNet-50 for image classification and topology for 
structural classification. Fig. 7a exhibits Cohen’s Kappa for the original 
dataset with the lowest value being − 0.2, signifying extremely poor 
classification performance. Fig. 7b exhibits Cohen’s Kappa for the 
composite dataset with the lowest value being 0.80. This indicates that 
the model’s output had a high level of agreement compared to the actual 
values, when using ResNet-50 for image classification purposes. Fig. 10 
(a) shows Cohen’s Kappa for the original dataset, with the lowest value 
being − 0.01, indicating a very poor performance in that instance. 
Fig. 10 (b) shows Cohen’s Kappa for the composite dataset, with the 
lowest value being 0.95, indicating a very strong and consistent level of 
classification performance. 

These indicators already present a clear picture of the success of 
computer vision-based classification of molecular motifs in the case of 

asphaltenes. Even though there is a clear indication of the success of 
these methods the relative performance of image recognition and 
fingerprint-based techniques are shown in Fig. 11. An important 
consideration in all machine learning applications is the computational 
cost of training the models and here the image-recognition based tech
nique is at a clear disadvantage. Fig. 12 illustrates the total training time 
required on the same computing hardware for each technique and the 
much larger computational cost of training the ResNet-50 neural 
network is evident. However, to the best of our knowledge this is the first 
documented application of ResNet-50 neural network architecture to 
identify molecular motifs. Furthermore, we have also analyzed the 
validation error rate, precision, recall, and geometric mean probability 
for each classifier. These metrics and their corresponding values for each 
classifier model are provided in the Supporting Information. 

Conclusion 

In this study, we developed an extensive dataset comprising 1,530 
modified archipelago and continental asphaltene structures, augment
ing the original set of 255 structures sourced from literature. This 
composite dataset, enriched with modifications on all structures, was 
instrumental in investigating the feasibility of molecular identification 
through both image and structural classification. Utilizing ResNet-50, 
we trained a model for image classification of these asphaltenes, while 
topology-based methods facilitated the structural classification. Our 
approach utilized the MoleculeDraw code in Wolfram Mathematica for 
molecular modifications, ensuring diversity in the dataset. 

The classification process, conducted using ResNet-50 and topology- 
based models, was applied to both the original and the augmented 

Fig. 9. F1 scores for the original figures (a) and composite figures (b) using 
Topology. Please note the Y-axis in both figures. In (b) the Y-axis range is much 
smaller compared to that in (a). 

Fig. 10. Cohen’s Kappa scores for the original figures (a) and composite figures 
(b) using Topology. Please note the Y-axis in both figures. In (b) the Y-axis 
range is much smaller compared to that in (a). 
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datasets, split into training and testing sets. This methodology allowed 
for a comprehensive evaluation of the classifiers’ performance. Notably, 
the results were more reliable in the composite dataset, likely due to its 
larger size and variability. This finding underscores the importance of 
dataset diversity and size in machine learning applications for chemical 
analysis, suggesting that the augmented dataset better captures the 
complexity inherent in asphaltene structures. Our research thus pro
vides valuable insights into the application of machine learning tech
niques in the classification of complex molecular systems, 
demonstrating the potential of image-based approaches in enhancing 
the accuracy and efficiency of such tasks. 

This research also provides a novel contribution to the field of 
asphaltene analysis by demonstrating the unexpected effectiveness of 

image-based classification using deep learning algorithms. Contrary to 
the established reliance on topological features, our findings with 
ResNet-50 on an extensive dataset underscore the feasibility and preci
sion of image-based methods in distinguishing between continental and 
archipelago asphaltenes. Despite the higher cost of training the image- 
based classification technique, it presents an interesting opportunity 
for future applications. This breakthrough suggests a broader applica
bility and potential for image-based machine learning techniques in 
complex molecular characterization, opening new avenues for future 
research in chemical analysis. Future research directions could explore 
broader applications in chemical informatics, further solidifying the role 
of image-based machine learning in molecular science. 

Fig. 11. Cohen’s Kappa measurement for each of the 5 edited datasets with each type of classification technique. The fingerprint-based recognition outperforms the 
image-based recognition of molecules in the datasets examined in this study. However, this figure also makes it clear that the original dataset with 255 structures is 
inadequate for reliable classification. 

Fig. 12. The mean training time in seconds required for training the classifier at each level of the data augmentation procedure. The mean is computed from ten 
independent iterations of the classification procedure. The fingerprint-based classification procedure is computationally cheaper relative to the image-based clas
sification technique. 
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